***MACHINE LEARNING***

1. In which of the following cases will K-Means clustering fail to give good results?

![](data:image/png;base64,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)

1. 2
2. 4
3. 6
4. 8

Answer – B). 4

The decision of the no. of clusters that can best depict different groups can be chosen by observing the dendrogram. The best choice of the no. of clusters is the no. of vertical lines in the dendrogram cut by a horizontal line that can transverse the maximum distance vertically without intersecting a cluster.

2. In which of the following cases will K-Means clustering fail to give good results?

1. Data points with outliers

2. Data points with different densities

3. Data points with round shapes

4. Data points with non-convex shapes

Options: a) 1 and 2

b) 2 and 3

c) 2 and 4

d) 1, 2 and 4

Answer – D). 1,2 & 4

K-Means clustering algorithm fails to give good results when the data contains outliers, the density spread of data points across the data space is different and the data points follow non-convex shapes

3. The most important part of \_\_\_\_\_ is selecting the variables on which clustering is based.

a) interpreting and profiling clusters

b) selecting a clustering procedure

c) assessing the validity of clustering

d) formulating the clustering problem

Answer – D). formulating the clustering problem.

4. The most commonly used measure of similarity is the \_\_\_\_\_\_\_ or its square.

a) Euclidean distance

b) city-block distance

c) Chebyshev’s distance

d) Manhattan distance

Answer – a). Euclidean distance

5. \_\_\_\_\_\_\_\_ is a clustering procedure where all objects start out in one giant cluster. Clusters are formed by dividing this cluster into smaller and smaller clusters.

a) Non-hierarchical clustering

b) Divisive clustering

c) Agglomerative clustering

d) K-means clustering

Answer – B). Divisive clustering

6. Which of the following is required by K-means clustering?

a) Defined distance metric

b) Number of clusters

c) Initial guess as to cluster centroids

d) All answers are correct

Answer – D). All are correct

7. The goal of clustering is to

a) Divide the data points into groups

b) Classify the data point into different classes

c) Predict the output values of input data points

d) All of the above

Answer A). Divide the data points into groups

8. Clustering is a

a) Supervised learning

b) Unsupervised learning

c) Reinforcement learning

d) None

Answer B). Unsupervised learning

9. Which of the following clustering algorithms suffers from the problem of convergence at local optima?

a) K- Means clustering

b) Hierarchical clustering

c) Diverse clustering

d) All of the above

Answer – A). K-Means clustering

10. Which version of the clustering algorithm is most sensitive to outliers?

a) K-means clustering algorithm

b) K-modes clustering algorithm

c) K-medians clustering algorithm

d) None

Answer A). K-Means clustering algorithm

11. Which of the following is a bad characteristic of a dataset for clustering analysis

a) Data points with outliers

b) Data points with different densities

c) Data points with non-convex shapes

d) All of the above

Answer D). all of the above

12. For clustering, we do not require

a) Labeled data

b) Unlabeled data

c) Numerical data

d) Categorical data

Answer A). Labelled data

Q13 to Q15 are subjective answers type questions, Answers them in their own words briefly.

13. How is cluster analysis calculated?

Answer - **Clustering** is an Unsupervised Learning algorithm that groups data samples into k clusters. The algorithm yields the k clusters based on k averages of points (i.e., centroids) that roam around the data set trying to center themselves — one in the middle of each cluster.

How is cluster analysis calculated:-

The hierarchical cluster analysis follows three basic steps:

* Calculate the distances.
* Link the clusters.
* Choose a solution by selecting the right number of clusters.

14. How is cluster quality measured?

Answer - Below measures can be used for cluster quality:

SSE (sum of the square error from the items of each cluster), Inter cluster distance, Intra cluster distance for each cluster, Maximum Radius, Average Radius. Roc curves can also solve our problem.

15. What is cluster analysis and its types?

Answer - Clustering or cluster analysis is a machine learning technique, which groups the unlabeled dataset. It can be defined as "A way of grouping the data points into different clusters, consisting of similar data points.

These types are Centroid Clustering, Density Clustering, Distribution Clustering and Connectivity Clustering.

**Centroid Clustering**

This is one of the more common methodologies used in cluster analysis. In centroid cluster analysis you choose the number of clusters that you want to classify. For example, if you’re a pet store owner you may choose to segment your customer list by people who bought dog and/or cat products.

**Density Clustering**

Density clustering groups data points by how densely populated they are. To group closely related data points, this algorithm leverages the understanding that the denser the data points...the more related they are.

**Distribution Clustering**

Distribution clustering identifies the probability that a point belongs to a cluster. Around each possible centroid the algorithm defines the density distributions for each cluster, quantifying the probability of belonging based on those distributions the algorithm optimizes the characteristics of the distributions to best represent the data.

**Connectivity Clustering**

Connectivity clustering initially recognizes each data point as its own cluster. The primary premise of this technique is that points closer to each other are more related. The iterative process of this algorithm is to continually incorporate a data point or group of data points with other data points and/or groups until all points are engulfed into one big cluster. The critical input for this type of algorithm is determining where to stop the grouping from getting bigger.